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Eddies of a river current

Atmospheric turbulence

Turbulence

Smoulder and steam of a
volcano

Wake turbulence



The motion of the fluid is ruled by the Navier-Stokes equation:

%u+(u-V)u:—Vp+VAu+f and V.-u=0.

The local dissipation of energy in the set A is defined by:

G(A) = %/AZ(BIMJ + 6ju,~)2 dx.
ij
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@ is statistically homogeneous and isotrop,

@ has linear power-law spectrum (no fluctuations)

E[e(B(0,r))?] ~ Cr*.
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When the velocity of the fluid is "large", the energy dissipation
Motivations

@ is statistically homogeneous and isotrop,

@ has linear power-law spectrum (no fluctuations)

E[e(B(0,r))?] ~ Cr*.

Mathematical legacy of the K41 theory

Kolmogorov, Mandelbrot, Van Ness introduced the Fractional
Brownian Motion:

@ it is self similar or scale invariant:

YA>0, B(\x) 'Y \“B(x)

@ linear power law spectrum

VA >0, E[B(Ax)?] ~ CA™.
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Figure: Probability density function of longitudinal velocity increments
ou(x) = (u(x + le) — u(x), ) at different scales [ (e is any unit vector)



R Fully developped turbulence: Kolmogorov-Obukhov 1962
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When the velocity of the fluid is "large", the energy dissipation

Motivations

@ is statistically homogeneous and isotrop,

@ has non linear power-law spectrum (multifractality)

E[e(B(0,r))?] ~ crf@  asr— 0.

£(q)

¢ linear (K41 theory)

— & non linear (K062 theory)
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MULTIFRACTAL RANDOM WALK
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SP500 Returns: 2001-2009

Retuams MW lembde®2=0.1

T

Returns with Multifractal BM

Intermittency in finance

Fltims MRV lambas#2=0 (Back Scroes)

Returns with Black-Scholes

Ftms MAW:lambxe =015

20 B

Returns with Multifractal BM



A few names: Frisch, Kahane, Kolmogorov, Mandelbrot,...
Main features:
@ intermittency,

o long-range dependence,

[} fat tall distribution, » pdf of velocity increments

Important subclass
A process is said if:

law

X(Ax) 2 XM X(x) VA<landxe B(0,7).

where (2, is an infinitely divisible random variable independent of
the process X.
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A few names: Frisch, Kahane, Kolmogorov, Mandelbrot,...
Main features:

@ intermittency,

o long-range dependence,

o fat tail distribution,
Important subclass
A process is said stochastically scale invariant if:

law

X(Ax) & X% X(x) VA< landx e B(0,T).

where (2 is an infinitely divisible random variable independent of
the process X.
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Find a stationary random measure M on R¢ that possesses a
nonlinear power law spectrum.

We look for M in the form
M(A) = / | X LEXG] gy
A

where X is a centered stationary Gaussian process.
If the covariance kernel K is continuous at O then

E

2[X(0)?] )(/}

E[M(B,)q] ~ \B,»\(/E[(()X"~()F

=C ],(/(/

= linear power law spectrum.

= Give sense to the exponential of a random distribution!
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Find a stationary random measure M on R? that possesses a
nonlinear power law spectrum.

@ We look for M in the form

M(A) = / KO~ LEXC) gy
A

where X is a centered stationary Gaussian process.
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Objective
Find a stationary random measure M on R? that possesses a
nonlinear power law spectrum.

@ We look for M in the form
ia) = [ X0t
A

where X is a centered stationary Gaussian process.
o If the covariance kernel K is continuous at 0 then
E[M(B,)7] ~ [B, "E[(¢X0 KO T)q]

=Crl,

=> linear power law spectrum.
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@ We look for M in the form
ia) = [ o0
A

where X is a centered stationary Gaussian process.

o If the covariance kernel K is continuous at 0 then
E[M(B,)?] = |B,|"E[(X©)~2EX (O]
=Cr4,

=> linear power law spectrum.

@ The kernel K has to be divergent at 0.
= Give sense to the exponential of a random distribution!



Assume K is of o-positive type (a sum of continuous covariance

kernels)
K(x,y) =EX®)X0)] =Y _palx,y)

O Let (X,), be a sequence of independent centered Gaussian
processes with covariance kernel

E[X,(x)Xn(y)] = pu(x,y)-

@ Define the truncated measure
M, (dx) = /exp < Z Xi(x Z E[Xx? (\)D dx

© For each set A C RY, the sequence (M, (A)), is a positive
martingale. Thus it converges towards a limit M(A), called
associated to the kernel K.
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Assume K is of o-positive type

K(x,y) = EX(X)X(0)] = ) pa(x,)

O Let (X,), be a sequence of independent centered Gaussian
processes with covariance kernel

E[X, (%)X (¥)] = pa(x,y).
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Assume K is of o-positive type

K(x,y) = EX(X)X(0)] = ) pa(x,)

O Let (X,), be a sequence of independent centered Gaussian
processes with covariance kernel

E[X, (%)X (¥)] = pa(x,y).

@ Define the truncated measure

) = [ (3000~ S B0 a
' k=1

k=1
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Assume K is of o-positive type

K(x,y) = EX(X)X(0)] = ) pa(x,)

O Let (X,), be a sequence of independent centered Gaussian
processes with covariance kernel

E[X, (%)X (¥)] = pa(x,y).

@ Define the truncated measure

) = [ (3000~ S B0 a
' k=1

k=1

© For each set A C RY, the sequence (M,,(A)), is a positive
martingale. Thus it converges towards a limit M(A), called
Gaussian multiplicative chaos associated to the kernel K.
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Case of interest

Assume that the covariance kernel K is given by

K(x,y) = EX(x)X(y)] = 7* I+

+g(x,y)
x —y

where g is bounded and continuous.

Kahane (1985)

The Gaussian multiplicative chaos M associated to K is different
from O if and only if
7? < 2d.

Kahane (1985)

For 2 < 2d, the multiplicative chaos M "lives" almost surely on a
2
set with Hausdorff dimension d — %-.
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In dimension d = 1, 2 the kernel below is of o-positive type

T
x€R?— K(x) = 4% In, (m)

Theorem
The associated multiplicative chaos is

Dl ER (M (A))

(M(/\A ),),\;/;m,/) \ ) ACB(0,T)

. - . . . . 9
where Q. is a centered Gaussian variable with variance ~* In +
A / A

independent of (M(A ))\ B(0.T)"

Rhodes, Vargas 2009

There exist stochastically scale invariant multiplicative chaos in
dimension d > 3.



In dimension d = 1, 2 the kernel below is of o-positive type

T
x€R?— K(x) = 4% In, (W)

Forx € B(0,7T) and A < 1,

KOW) = K(x) ++2In %

Hence
law

X(Mx) = X(x) + Q.
We deduce for A C B(0,T)
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In dimension d = 1, 2 the kernel below is of o-positive type

&

Gaussian x € ]R,d s K(x) — 72 1n+ (ﬂ
X

multiplicative
chaos

Forx € B(0,7T) and A < 1,

1
K(\x) = K(x) +4*In X

Hence
law

X()\X) = X(x) + Q.
We deduce for A C B(0,T)

I
DV
_ / KON —LEXO9?] gy
A

law \d 05— LE[3] / &)= 3EX ()] dy
A
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In dimension d = 1, 2 the kernel below is of o-positive type

;?lllltsi:ﬁl:ativc X e ]Rd = K(X) = '}/2 h’l+ (7)
chaos |‘x|

Theorem

The associated multiplicative chaos is stochastically scale
invariant: YA < 1

(M()4)) 2 NN 2B (M (A))

ACB(0,T) ACB(0,T)

where Sy is a centered Gaussian variable with variance +* In %

independent of (M(A))AcB(O Ty

Rhodes, Vargas 2009

There exist stochastically scale invariant multiplicative chaos in
dimension d > 3.
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Example 2: Turbulence

InPulo,)

Castaing-Gagne-Hopfinger’s equation 1990
The local energy dissipation M satisfies the cascading equation:

Ve o, 1], M(dx) ' & @ ep(®
€

where X¢ is a Gaussian process independent of M.
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Example 2: Turbulence

Castaing-Gagne-Hopfinger’s equation 1990
The local energy dissipation M satisfies the cascading equation:

Ve €lo, 1], M(dx)'2 0 ap()
€

where X€ is a Gaussian process independent of M.

Theorem: Allez, Rhodes, Vargas (2011)

All the solutions of the above equation are Gaussian multiplicative
chaos with kernel of the type:

T ke(ux
K(x):/l K )du

u

where k is a continuous covariance kernel.
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Example 2: Turbulence

Castaing-Gagne-Hopfinger’s equation 1990
The local energy dissipation M satisfies the cascading equation:

Ve o, 1], M(dx) '@ & @ ep(®)
€

where X¢ is a Gaussian process independent of M.

Theorem: Allez, Rhodes, Vargas (2011)

All the solutions of the above equation are Gaussian multiplicative
chaos with kernel of the type:

0 ke(ux
K(x) = /1 k(u ) du = k(0) In. 1 + g(x)

where k is a continuous covariance kernel.
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Example 3: Quantum measure

Consider the measure

ih) = [ 00

where X is a Gaussian Free Field in a domain D C R?, that is a
Gaussian distribution with covariance kernel

K(x,y) = v°G(x,y)

G= Green function of the Laplacian A on D,

that is
AG(x, ) = —2m0y.
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Example 3: Liouville quantum gravity

The function G is of ¢ positive type:

G(x,y)=27r/ po(tx,y)dt = pa(x,y)
0

nez

2n+]
with p,(x,y) = 27r/ pp(t,x,y)dt, and pp are the transition
2)1

densities of the symmetric semigroup associated to A with 0
Dirichlet boundary condition.
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Example 3: Liouville quantum gravity

The function G is of ¢ positive type:

G(x,y)=27r/ po(t,x,y)dt = pu(x,y)
0

nez

2)1+]
with p,(x,y) = 27‘[‘/ pp(t,x,y)dt, and pp are the transition
2)1

densities of the symmetric semigroup associated to A with 0
Dirichlet boundary condition.

Theorem

For some continuous bounded function G:

K(x,y) =~*In +G(x,y).

lx — |

Hence, for 7> < 4, the Quantum measure is not trivial.



€@ Motivations

@ Gaussian multiplicative chaos

©® KPZ formula




Given a Radon measure p on R4, define the s-dimensional
p-Hausdorff measure:

Hi(A) = }i_r)r(l)inf{ Zk:u(Bk)s/d; AcC LkJBk,diam(Bk) < 6}.

‘ — S

dim,,(A)




Given a Radon measure p on R4, define the s-dimensional
p-Hausdorff measure:

s T s/d. .
H;,(A) = (}1_r)r(1)1nf{ Zk:u(Bk) A c LkJBk,dlam(Bk) < 6}.
Hj,(A)

+00

dimy, (A)

It is defined as the value

dim,, (A) = inf{s > 0; H:(A) = 0}.



Consider a multiplicative chaos
( ) / eX(x E[X%( x)
associated to the kernel (72 < 2d)
’ T
K(x,y) =~"Iny (m) + g(x,y)

For a given compact set A C R, find a relation between

dimz,,(A) and dimy(A).




Multiplicative
chaos

R.Rhodes

Motivations
Gaussian
multiplicative

chaos

KPZ formula

KPZ formula
Almost surely, we have the relation
: dimy, (A
dimgep(A) = 5(%)
where
7 7 2
=(d+ L )g— L
@)=+ )a—54q

is the power-law spectrum of the chaos measure M, ie:
E[M(B(0,r)"] ~ Cr*@ asr—o0.
@ I.Benjamini, O.Schramm: KPZ in one dimensional geometry

of multiplicative cascades (2008)

[§ B. Duplantier, S. Sheffield: Liouville Quantum Gravity and
KPZ (2008)

[ R.Rhodes, V.Vargas: KPZ formula for log-infinitely divisible
multifractal random measures (2008)
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When d = 2 and M is the Quantum measure (associated to the
GFF) we recover the original KPZ relation

2 2

dimzep(A) = (1 + %)dimM(A) - %dimM(A)z.
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Remark 2: Rhodes, Vargas (2008)

More generally, this remains true for any Multifractal Random
Measure M regardless of the dimension:

dimy,(A) )

dimps(A) = 5( v

where
£(q) = dg —¥(q)

is the power law spectrum of M and v can be the Laplace
exponent of any infinitely divisible random variable.



Remind of the s-dimensional Hausdorff measure
3(4) = lim inf { ;M(Bx,,,rn)%; Ac UB ra <0}

Take the expectation:

0—

E[Hy(A)] = l_ill(l)inf{ ; ;. AC EJB,\,”_,-”. <6}




Remind of the s-dimensional Hausdorff measure
3(4) = lim inf { ;M(Bx,,,rn)%; Ac UB ra <0}

Take the expectation:

s

E[H},(A)] —11m 1nf{ Z]E By n)il; AC UBx,,,r,,, ry <6}




Remind of the s-dimensional Hausdorff measure
s (A) = g}%inf{ %:M(me,n)i; AC LnJme,,,, <4}
Take the expectation:

E[H}; (A —hm 1nf{ZC ¢ ), A C UB""=’"’ < 5}
n




Remind of the s-dimensional Hausdorff measure
4(A) = lim inf { ;M(me,n)%; AcC LnJme,", <O}

Take the expectation:
E[H};(4)] = lim inf { ; i@, 4c Lnjmern, ra <6

=C HE @D (A)




Choose the dimension d = 1 and consider the measure
M() = / KSR g
associated to the kernel

T
K(x) =~*Iny El

The difficult part is to prove

&(dimy(A)) > dimpp(A).




Multiplicative
chaos

R.Rhodes ) S
Basic tool: Frostman’s lemma:

Each time you have a g > 0 and a probability measure v
supported by A such that

//|y_iﬁ(q)”(dx)’/(dy) < 400,

find a probability measure ¥ supported by A such that almost

surely: X
//M([x,y])‘llj(dx)ﬂ(dy) < +o0.

KPZ formula
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Each time you have a g > 0 and a probability measure v
supported by A such that

//|y_iﬁ(q)”(dx)’/(dy) < 400,

find a probability measure ¥ supported by A such that almost

surely: X
//M([x,y])‘llj(dx)ﬂ(dy) < +o0.

KPZ formula

Choose ,
v() = /eqX*_qu[XXz] v(dx).



M([x
/X +4X,—¢’E
/ / |v(dx)v(dy)

67/X +/X _—q°E[X
/ / o, v (dx)v(dy)
y—x)




//Ml

//
-/ /=l

qX +¢Xy—¢*E X2]

I/ (dx)v(dy
C M([xy)e ()
/X +gXy—x—q°E[X
v (dx)v(dy)

([0,y — x])



2| | st
/ / qX +aXy— qz]EXZ]
// eqxo+q;;y]—qu[X2 dx)v(dy)
e R
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quJqux —+—¢*E[X2]
- [ |G = vt

We use the scale relation X|,_,, = (2, + X, in law, where
Qy_y|, Xy are independent and €2}, _,; is centered Gaussian with

variance v In 0 1 R
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/ / qx”f}‘_lii Motasian

ZQO =B}, [HaXo+gX1—¢"E[X]]
v(dx)v(dy)
// |y — x]ae?H—~ 3B fvfu]M([o, 1])4

We use the scale relation X|,_,, = (2, + X, in law, where
Qy_y|, Xy are independent and €2}, _,; is centered Gaussian with

variance v In 0 1 R
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KO formuls //]/A4 dx)v(dy)]

equJqu) «—’E[Xg]
/ / v (dx)w(dy)

M([0,y — x])4
E e‘IQIy—x\ (@ g)E[Q\y ] B ¢9X0+3X1—¢’E[X7] d d
- e S @)

We use the scale relation X, _, = ,_y + X, in law, where
Qy_y|, Xy are independent and €2}, _,; is centered Gaussian with

variance +? In B 1 R
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eCIX0+qX} —q*E[X2]
// M([0,y — x])4 } (dx)v(dy)
eCJXO-l—le—qZ]E[XS]
B // y—x|£(q)E[ M(]0,1])4 }V(dx)V(d)’)

We use the scale relation X|,_, = },_, + X, in law, where
y_x|, Xy are independent and (2|, is centered Gaussian with

variance 2 In ‘le‘ )
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KPZ formula / / M dx)D(dy )]
equ-l-qX} —¢°E[X}]
// M([0,y — x])4 Jv(dx)v(dy)
e9Xo+aX1 —¢*E[X]
N //‘y—x|§((i)E{ M([0, 1])4 }V(dx)v(dy)

We use the scale relation X|,_, = },_, + X, in law, where

jy_x|, Xy are independent and €2}, is centered Gaussian with

1
y—x|*

variance 72 In |
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KPZ formula / / M) v )zj(dy)}z
- [ /= qXHZX‘y _i[ Y (asa)

C//y_xwy(dx)y(dy)

We use the scale relation X|,_, = ,_y + X, in law, where
}y_x|, Xy are independent and €2, is centered Gaussian with

variance > In ‘yix‘ )
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- [ /= qXHZX‘y _i[ Y (asa)

C//w_,dg@“(dxw(dy) < 400

We use the scale relation X|,_, = ,_y + X, in law, where
}y_x|, Xy are independent and €2|,_, is centered Gaussian with

variance 2 In ‘yix‘ )
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Thank You
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