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A computation is a temptation that should be resisted as long as possible.
J.P. Boyd

## Sets of continued fractions

Continued fraction of $x \in(0,1)$ is an expression

$$
x=\left[0 ; a_{1}, \ldots, a_{n}, \ldots\right]:=\frac{1}{a_{1}}+\frac{1}{a_{2}}+\frac{1}{a_{3}}+{ }_{\ddots}, \quad a_{n} \in \mathbb{N}
$$
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## Sets of continued fractions

Continued fraction of $x \in(0,1)$ is an expression

$$
x=\left[0 ; a_{1}, \ldots, a_{n}, \ldots\right]:=\frac{1}{a_{1}}+\frac{1}{a_{2}}+\frac{1}{a_{3}}+\quad, \quad a_{n} \in \mathbb{N}
$$

Goal
Give an effective and efficient method for computing Hausdorff dimension of subsets of an interval which are specified in terms of continued fraction expansions of their elements.
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I will first present our results and then describe the method.
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If one tries to push the existing zeta function method to get 200 decimal places it would take about $10^{40}$ days (the age of our universe $\approx 10^{15}$ days).

"I am ashamed to tell you to how many figures I carried these computations, having no other business"

- Isaac Newton
(on computing 15 digits for $\pi$ in 1666)
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## $\operatorname{dim}_{H}\left(E_{5}\right)$ (in partial support of Zaremba conjecture)

$E_{5}$ is the Cantor set of numbers whose continued fraction expansions have digits from the set $\{1,2,3,4,5\}$.

In 2018 Oliver Jenkinson and Mark Pollicott showed that

$$
\operatorname{dim}\left(E_{5}\right)=0.836829445 \pm 5 \cdot 10^{-9}
$$

and in 2020 Mark Pollicott and I improved this to

$$
\operatorname{dim}\left(E_{5}\right)=0.83682944368120882244159438727 \pm 10^{-29}
$$

## Short forbidden subsequences (for Markov and Lagrange spectra)


C. Matheus and C. Moreira, Fractal geometry of the complement of Lagrange spectrum in Markov spectrum, arXiv:1803.01230

$$
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$$
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$$
\operatorname{dim}_{H}(X)=
$$

$$
\begin{gathered}
X:=\left\{\left[0 ; a_{1}, a_{2}, a_{3}, a_{4}, \ldots\right], a_{n} \in\{1,2\}\right. \\
121 \text { and } 212 \text { forbidden }\}
\end{gathered}
$$

$\operatorname{dim}_{H}((\mathcal{M} \backslash \mathcal{L}) \cap(\sqrt{5}, \sqrt{13})) \leq 2 \operatorname{dim}_{H}(X)$

## $\operatorname{dim}_{H}((\mathcal{M} \backslash \mathcal{L}) \cap(\sqrt{5}, \sqrt{13}))$



$$
\begin{gathered}
X:=\left\{\left[0 ; a_{1}, a_{2}, a_{3}, a_{4}, \ldots\right], a_{n} \in\{1,2\}\right. \\
121 \text { and } 212 \text { forbidden }\}
\end{gathered}
$$

$\operatorname{dim}_{H}((\mathcal{M} \backslash \mathcal{L}) \cap(\sqrt{5}, \sqrt{13})) \leq 2 \operatorname{dim}_{H}(X)$

## M. Pollicott \& P.V. (2020)

$$
\operatorname{dim}_{H}(X)=
$$



## Long forbidden subsequences (for Markov and Lagrange spectra)

C. Matheus and C. Moreira (2020): " $\mathcal{M} \backslash \mathcal{L}$ near 3.7 has the same Hausdorff dimension as the Cantor set

## Long forbidden subsequences (for Markov and Lagrange spectra)

C. Matheus and C. Moreira (2020): " $\mathcal{M} \backslash \mathcal{L}$ near 3.7 has the same Hausdorff dimension as the Cantor set

$$
\begin{aligned}
\Omega:= & \left\{\left[0 ; a_{1}, a_{2}, \ldots\right] \mid a_{n} \in\{1,2,3\} \text { and subwords } 13,232,323,1223,\right. \\
& 33322,12332223,212332222,2123322211,1112332222, \\
& 121233222,3211233222212,2211233222212,321123322221112,
\end{aligned}
$$ 2221233222123 and their transposes are forbidden \} "

## Long forbidden subsequences (for Markov and Lagrange spectra)

C. Matheus and C. Moreira (2020): " $\mathcal{M} \backslash \mathcal{L}$ near 3.7 has the same Hausdorff dimension as the Cantor set
$\Omega:=\left\{\left[0 ; a_{1}, a_{2}, \ldots\right] \mid a_{n} \in\{1,2,3\}\right.$ and subwords $13,232,323,1223$, $33322,12332223,212332222,2123322211,1112332222$, 121233222, 3211233222 212, 2211233222 212, 3211233222 21112, 2221233222123 and their transposes are forbidden \} "
M. Pollicott \& P.V. (2020):

$$
\operatorname{dim}_{H}(\Omega)=0.5371534 \pm 3 \cdot 10^{-7}
$$

## Infinite set of partial denominators


V. Chousionis, D. Leykekhman, and M. Urbański. On the dimension spectrum of infinite subsystems of continued fractions. (2020)

| $\mathrm{r}(\mathrm{N})$ | $s_{0}$ | $s_{1}$ |
| :---: | :---: | :---: |
| $0(2)$ | 0.719360 | 0.719500 |
| $1(2)$ | 0.821160 | 0.821177 |
| $0(3)$ | 0.639560 | 0.640730 |
| $2(3)$ | 0.664900 | 0.665460 |
| $1(3)$ | 0.743520 | 0.743586 |

$s_{0}<\operatorname{dim}_{H} X_{r(N)}<s_{1}, \quad s_{1}-s_{0} \approx 10^{-4}$

Fix $N \geq 2,0<r \leq N$

$$
X_{r(N)}=\left\{\left[0 ; a_{1}, a_{2}, a_{3}, \cdots\right] \mid a_{n} \equiv r \bmod N\right\}
$$
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| Pollicott—V. $(2020)$ |  |
| :--- | :--- |
| $r(N)$ | $\operatorname{dim}_{H}\left(X_{r(N)}\right)$ |
| $0(2)$ | $0.71949802483 \pm 10^{-11}$ |
| $1(2)$ | $0.8211764906 \pm 4 \cdot 10^{-10}$ |
| $0(3)$ | $0.64072531438 \pm 10^{-11}$ |
| $2(3)$ | $0.66546233804 \pm 10^{-11}$ |
| $1(3)$ | $0.7435862804 \pm 3 \cdot 10^{-10}$ |

Fix $N \geq 2,0<r \leq N$

$$
X_{r(N)}=\left\{\left[0 ; a_{1}, a_{2}, a_{3}, \cdots\right] \mid a_{n} \equiv r \bmod N\right\}
$$
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This depends on:

- having a theoretical method which gives precise bounds; and
- being able to perform the actual numerical computation and to estimate numerical errors.

The latter is well understood, though challenging. The former is the most important and interesting.

I will first present the method in the simplest case:

$$
E_{N}=\left\{\left[0 ; a_{1}, a_{2}, \ldots\right] \mid a_{n} \in\{1,2,3, \ldots, N\}\right\}
$$
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## Step 1: Introduce a dynamical system

## Idea

To compute the Hausdorff dimension of a bounded set $X \subset B \subset \mathbb{R}$ we want to realise it as a limit set of an iterated function scheme.

More precisely, we want to find a finite family of uniformly contracting maps $\mathcal{T}=\left\{T_{1}, \ldots, T_{k}\right\}$ such that $T_{j}(B) \subset B$ for all $1 \leq j \leq k$ and $X$ is the limit set for $\mathcal{T}$ :
$x \in X \Longleftrightarrow$
there exists $y \in B$ and a sequence $\left\{j_{n}\right\} \in\{1, \ldots, k\}^{\mathbb{N}}$ such that

$$
x=\lim _{n \rightarrow \infty} T_{j_{n}} \circ \ldots \circ T_{j_{2}} T_{j_{1}}(y)
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In fact, since all $T_{j}$ are uniformly contracting, i.e. $\left|T_{j}^{\prime}\right|<1-\varepsilon$ for some $\varepsilon>0$, the limit depends only on the sequence $j_{n}$, and not on the reference point $y$.
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$$

Consider the maps

$$
T_{j}:[0,1] \rightarrow[0,1] \quad T_{j}: x \mapsto \frac{1}{x+j}, \quad j=1, \ldots, N
$$

(these are inverse branches of the Gauss map $x \mapsto\left\{\frac{1}{x}\right\}$ ). Then
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Given the maps $T_{j}:[0,1] \rightarrow[0,1]$, consider the Banach space of continuous functions $C([0,1])$ and the family of linear operators $\mathcal{L}_{t}: C([0,1]) \rightarrow C([0,1]):$
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\begin{aligned}
{\left[\mathcal{L}_{t} w\right](x) } & =\sum_{j=1}^{N}\left|T_{j}(x)^{\prime}\right|^{t} \cdot w\left(T_{j}(x)\right) \\
& =\sum_{j=1}^{N} \frac{1}{(x+j)^{2 t}} \cdot w\left(\frac{1}{x+j}\right) \quad(t>0)
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## Step 2: Introduce the operators

## Idea

The estimates on the Hausdorff dimension of the limit set of an iterated function scheme of uniform contractions come from the study of associated bounded linear operators.

Given the maps $T_{j}:[0,1] \rightarrow[0,1]$, consider the Banach space of continuous functions $C([0,1])$ and the family of linear operators $\mathcal{L}_{t}: C([0,1]) \rightarrow C([0,1]):$

$$
\begin{aligned}
{\left[\mathcal{L}_{t} w\right](x) } & =\sum_{j=1}^{N}\left|T_{j}(x)^{\prime}\right|^{t} \cdot w\left(T_{j}(x)\right) \\
& =\sum_{j=1}^{N} \frac{1}{(x+j)^{2 t}} \cdot w\left(\frac{1}{x+j}\right) \quad(t>0)
\end{aligned}
$$

The operator is called the transfer operator for the iterated function scheme.
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Lemma (after Bowen and Ruelle, from 1980s)
The map $t \mapsto \rho\left(\mathcal{L}_{t}\right)$ is strictly monotone decreasing and the solution to $\rho\left(\mathcal{L}_{t}\right)=1$ is $t=\operatorname{dim}_{H}\left(E_{N}\right)$.
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## Approaches to the spectral radius $\rho\left(\mathcal{L}_{t}\right)$

The so-called "periodic points method" or "dynamical zeta functions method" (by O. Jenkinson and M. Pollicott, 2002) is to consider a real analytic function

$$
\zeta(z, t)=\operatorname{det}\left(z \mathcal{L}_{t}-I\right)
$$

and to compute the largest zero of $\zeta(1, t)$.
Instead, we attempt to compute an approximation to the eigenvector of $\mathcal{L}_{t}$ corresponding to $\rho\left(\mathcal{L}_{t}\right)$.
Useful fact (after Ruelle-Grothendieck):
In the case we consider, i.e. for the transformations $T_{j}: x \mapsto \frac{1}{x+a_{j}}$ with $a_{j} \in \mathbb{N}$ the operators $\mathcal{L}_{t}$ are nuclear and $\rho(t)$ is the isolated eigenvalue.

## Step 3: Estimates on $\rho\left(\mathcal{L}_{t}\right)$

We can use a sort of "min-max" estimate:
Lemma
Let $t_{0}<t_{1}$.
(1) If there exists a (positive) polynomial $f:[0,1] \rightarrow \mathbb{R}^{+}$such that

$$
\inf _{x} \frac{\mathcal{L}_{t_{0}} f(x)}{f(x)}>1 \Longrightarrow \text { then } \rho\left(\mathcal{L}_{t_{0}}\right)>1 \text {. }
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- Given $t$ consider the $m \times m$ matrix $A_{t}(i, j)=\left(\mathcal{L}_{t} p_{i}\right)\left(x_{j}\right)$ for $1 \leq i, j \leq m$.
- Let $w_{t}=\left(w_{t}^{1}, \cdots, w_{t}^{m}\right)$ be the (left) eigenvector for the largest eigenvalue.
- Finally, set $f_{m, t}(x)=\sum_{k=1}^{m} w_{t}^{k} p_{k}(x)$.
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(2) $\sup _{x} \frac{\mathcal{L}_{t} f_{m, t}(x)}{f_{m, t}(x)}<1\left(\operatorname{or~inf}_{x} \frac{\mathcal{L}_{t} g_{m, t}(x)}{g_{m, t}(x)}>1\right)$

Fortunately, $f_{m, t}$ is a polynomial, so its derivative can be computed with arbitrary precision, this allows us to verify the first inequality. To verify the second inequality, we differentiate

$$
\left(\frac{\mathcal{L}_{t} f_{m, t}}{f_{m, t}}\right)^{\prime}=\frac{\left(\mathcal{L}_{t} f_{m, t}\right)^{\prime} \cdot f_{m, t}-\left(f_{m, t}\right)^{\prime} \cdot \mathcal{L}_{t} f_{m, t}}{\left(f_{m, t}\right)^{2}}
$$

In the case of $E_{N}$, the numerator is sum a rational functions with coefficients $\left(\frac{1}{x+n}\right)^{t}, n=1, \ldots, N$. It turns out that

$$
\left(\mathcal{L}_{t} f_{m, t}\right)^{\prime} \cdot f_{m, t}-\left(f_{m, t}\right)^{\prime} \cdot \mathcal{L}_{t} f_{m, t} \rightarrow 0 \text { as } m \rightarrow \infty
$$

exponentially fast.

## THE END OF PART I
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## Intermission

We can use the break to compute the dimension of some sets. Let $\mathcal{A}_{N}:=\left\{d_{1}, d_{2}, \ldots, d_{N}\right\} \subset \mathbb{N}, d_{j}<1000$ for all $1 \leq j \leq N$.

$$
X_{\mathcal{A}_{N}}:=\left\{\left[0 ; a_{1}, a_{2}, \ldots\right] \mid a_{n} \in \mathcal{A}_{N}\right\}, N \leq 10
$$

or
$Y_{\mathcal{A}_{N}, \bar{r}}:=\left\{\left[0 ; a_{1}, a_{2}, \ldots\right] \mid a_{n} \in \mathcal{A}_{N}\right.$, with extra restrictions

$$
\begin{aligned}
& a_{j} a_{j+1} \ldots a_{j+r_{1}} \neq d_{i_{1}} d_{i_{2}} \ldots d_{i_{r_{1}}}, i_{1} i_{2} \ldots i_{r_{1}} \in\left(\mathcal{A}_{N}\right)^{r_{1}} \\
& a_{j} a_{j+1} \ldots a_{j+r_{2}} \neq d_{i_{1}} d_{i_{2}} \ldots d_{i_{r_{2}}}, i_{1} i_{2} \ldots i_{r_{2}} \in\left(\mathcal{A}_{N}\right)^{r_{2}} \\
& \quad * \quad * \quad * \\
& \left.a_{j} a_{j+1} \ldots a_{j+r_{k}} \neq d_{i_{1}} d_{i_{2}} \ldots d_{i_{r_{k}}}, i_{1} i_{2} \ldots i_{r_{k}} \in\left(\mathcal{A}_{N}\right)^{r_{k}}\right\} \varsubsetneqq X_{\mathcal{A}_{N}}
\end{aligned}
$$

with $N, k \leq 5$ and $r_{j} \leq 5$ for all $1 \leq j \leq k$.

## Iterated function scheme
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$$

To any word $\underline{w}_{n}=\left\{w_{j}\right\}_{j=1}^{n}, w_{k} \in \mathcal{A}$ associate

$$
T_{\underline{w}_{n}}:=T_{w_{n}} \circ T_{w_{n-1}} \circ \ldots \circ T_{w_{1}}
$$

The limit set

$$
X_{\mathcal{A}}:=\bigcup_{w} \lim _{n \rightarrow \infty} T_{\underline{w}_{n}}(0) \subset \mathbb{R} .
$$

It is a Cantor set of numbers whose continued fractions have partial quotients $a_{j} \in \mathcal{A}$.

## Pressure function

Given a system of contractions $\left\{T_{a} \mid a \in \mathcal{A}\right\}$ we define

$$
P_{\mathcal{A}}(t)=\lim _{n \rightarrow+\infty} \frac{1}{n} \log \left(\sum_{\underline{w}_{n}}\left|\left(T_{w_{n}} \circ \cdots \circ T_{w_{1}}\right)^{\prime}(0)\right|^{t}\right),
$$

It is a strictly decreasing (convex) analytic function, whose unique zero is the Hausdorff dimension of the limit set.
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(1) Pick an open set $U \supset[0,1]$
(2) Consider covers of the limit set $X_{\mathcal{A}}$ of the form

$$
\mathcal{U}_{\underline{w}_{n}}=\left\{T_{w_{n}} \circ \cdots \circ T_{w_{1}} U\right\}
$$

(3) The diameters $\operatorname{diam}\left(\mathcal{U}_{\underline{w}_{n}}\right) \approx\left(T_{w_{n}} \circ \cdots \circ T_{w_{1}}\right)^{\prime}(0)$
(4) $P(t)=0$ implies that $P\left(t_{0}\right)<0$ for $t_{0}>t$ and therefore for $n$ sufficiently large the Hausdorff content

$$
H_{\delta}^{t_{0}}\left(X_{\mathcal{A}}\right) \lesssim \sum_{\underline{w}_{n}}\left|\left(T_{w_{n}} \circ \cdots \circ T_{w_{1}}\right)^{\prime}(0)\right|^{t_{0}}
$$

(5) For $n \rightarrow+\infty$ the RHS $\rightarrow 0$ and therefore $H^{t_{0}}\left(X_{\mathcal{A}}\right)=0$.
(6) The outer measure vanishes and thus $\operatorname{dim}_{H}\left(X_{\mathcal{A}}\right) \leq t_{0}$

## Transfer operators

The transfer operator is a linear operator acting on a space of Hölder functions
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\mathcal{L}_{t}: C^{\alpha}([0,1]) \rightarrow C^{\alpha}([0,1]) \quad \mathcal{L}_{t}: f \mapsto \sum_{a \in \mathcal{A}} f\left(T_{a}\right)\left|T_{a}^{\prime}\right|^{t}
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## Lemma (after Ruelle)

The spectral radius of $\mathcal{L}_{t}$ is $e^{P(t)}$. Furthermore,
(1) $\mathcal{L}_{t}$ has an isolated maximal eigenvalue $e^{P(t)}$ associated to a positive eigenfunction $h \in C^{\alpha}([0,1])$ and a positive eigenprojection $\eta: C^{\alpha}([0,1]) \rightarrow\langle h\rangle ;$ and
(2) for any $f \in C^{\alpha}([0,1])$ we have

$$
\left\|e^{-n P(t)} \mathcal{L}_{t}^{n} f-\eta(f)\right\|_{\infty} \rightarrow 0 \text { as } n \rightarrow+\infty
$$

## More complicated sets

Alphabet $\mathcal{A}=\{1,2,3,4\}$

$$
X_{\mathcal{A}}=\left\{\left[0 ; a_{1}, \ldots, a_{n}, \ldots\right] \mid a_{j} \in \mathcal{A}, a_{j} a_{j+1} \notin\{14,24,41,42\}\right\}
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## More complicated sets

Alphabet $\mathcal{A}=\{1,2,3,4\}$

$$
X_{\mathcal{A}}=\left\{\left[0 ; a_{1}, \ldots, a_{n}, \ldots\right] \mid a_{j} \in \mathcal{A}, a_{j} a_{j+1} \notin\{14,24,41,42\}\right\}
$$

We define a Markov iterated function scheme, consisting of 4 maps and a transition matrix $M$

$$
T_{j}(x)=\frac{1}{j+x}, \quad j \in\{1,2,3,4\} \quad M=\left(\begin{array}{cccc}
1 & 1 & 1 & 0 \\
1 & 1 & 1 & 0 \\
1 & 1 & 1 & 1 \\
0 & 0 & 1 & 1
\end{array}\right)
$$

The limit set of $\left\{T_{j}\right\}_{j \in \mathcal{A}}$ with respect to $M$ is

$$
\left\{\lim _{n \rightarrow+\infty} T_{j_{1}} \circ \cdots \circ T_{j_{n}}(0) \mid j_{k} \in \mathcal{A}, M_{j_{k}, j_{k+1}}=1,1 \leq k \leq n-1\right\}=X
$$
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## Summary

We compute the Hausdorff dimension of the following sets:

- $\left\{x \in[0,1] \mid x=\left[0 ; a_{1}, a_{2}, \ldots\right], a_{n} \in \mathcal{A}\right\}$ for any finite $\mathcal{A} \subset \mathbb{N}$ with or without forbidden words.

We improve upper bounds on dimension of the difference of Markov and Lagrange spectra


- $\left\{x \in[0,1] \mid x=\left[0 ; a_{1}, a_{2}, \ldots\right], a_{n} \in \mathcal{A}\right\}$ for some infinite $\mathcal{A}$, e.g. $\mathcal{A}_{r, N}=\{x \equiv r \bmod N\}$.

We confirm that there are no local obstructions to Zaremba conjecture.

- limit sets of finitely generated hyperbolic Schottky groups
- limit sets of Blaschke products


## References

- K. I. Babenko and S. P. Jur'ev, On the Discretization of a Problem of Gauss, Soviet Mathematics Doklady 19 (1978) 731-735
- D. Hensley, Continued fraction Cantor sets, Hausdorff dimension, and functional analysis. J. Number Theory 40(1992), no. 3, 336-358.
- D. Ruelle, Thermodynamic Formalism, Cambridge University Press, Cambridge, 2010
- L. Trefethen, Approximation Theory and Approximation Practice, SIAM, 2020.


## Thank you for your time

## Zaremba Conjecture, 1972

For any natural number $q \in \mathbb{N}$ there exists $p$ (coprime to $q$ ) and $a_{1}, \cdots, a_{n} \in\{1,2,3,4,5\}$ such that

$$
\frac{p}{q}=\left[a_{1}, \cdots, a_{n}\right] .
$$

Unfortunately, this conjecture is still open.
However, the conjecture is true for most denominators, there is a density one result.
Theorem (Bourgain-Kontorovich, Huang)

$$
\lim _{Q \rightarrow+\infty} \frac{1}{Q} \operatorname{Card}\left\{1 \leq q \leq Q \mid \exists p \in \mathbb{N}: \frac{p}{q}=\left[a_{1}, \cdots, a_{n}\right], a_{i} \in\{1,2,3,4,5\}\right\}=1
$$

The proof is conditional on the fact $\operatorname{dim}_{H}\left(E_{5}\right)>\frac{5}{6}$.

## Examples for numerical experiments

Alphabet $\mathcal{A}=\{1,2,3,4\}$

$$
X_{\mathcal{A}}=\left\{\left[0 ; a_{1}, \ldots, a_{n}, \ldots\right] \mid a_{j} \in \mathcal{A}\right\}
$$

## Examples for numerical experiments

Alphabet $\mathcal{A}=\{1,2,3,4\}$

$$
\begin{gathered}
X_{\mathcal{A}}=\left\{\left[0 ; a_{1}, \ldots, a_{n}, \ldots\right] \mid a_{j} \in \mathcal{A}\right\} \\
Y_{\mathcal{A}}=\left\{\left[0 ; a_{1}, \ldots, a_{n}, \ldots\right] \mid a_{j} \in \mathcal{A}, a_{j} a_{j+1} \notin\{14,24,41,42\}\right\}
\end{gathered}
$$

