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Abstract. We introduce the notion of aperiodicity measure for infinite symbolic sequences. Informally speaking, the aperiodicity measure of a sequence is the maximum number (between 0 and 1) such that this sequence differs from each of its non-identical shifts in at least fraction of symbols being this number. We give lower and upper bounds on the aperiodicity measure of a sequence over a fixed alphabet. We compute the aperiodicity measure for the Thue–Morse sequence and its natural generalization the Prouhet sequences, and also prove the aperiodicity measure of the Sturmian sequences to be 0. Finally, we construct an automatic sequence with the aperiodicity measure arbitrarily close to 1.

1 Introduction

Combinatorics on words is a deeply studied field in theoretical computer science and discrete mathematics. In this paper we focus on infinite words, or sequences, over a finite alphabet. Periodic sequences have the simplest structure, and it is natural to try to measure how far a sequence may be from any periodic sequence.

In this paper we introduce the notion of aperiodicity measure AM for infinite symbolic sequences. Our definition is based on the discrete version of Besicovitch distance that was used by Morse and Hedlund [14] when defining sequences that they called almost periodic\textsuperscript{3}. The same approach was also used in [7] when defining \(\alpha\)-aperiodic two-dimensional sequences. As it is essentially noticed in [7], if \(AM(x) > \alpha\) for a sequence \(x\), then \(x\) has Besicovitch distance at least \(\alpha/2\) with every eventually periodic sequence. In [14] it is also proved that \(AM(t) \geq 1/4\) where \(t\) is the Thue–Morse sequence.

Informally speaking, the aperiodicity measure of a sequence is the maximum number (between 0 and 1) such that this sequence differs from each of its non-identical shifts in at least fraction of symbols being this number. Our interest to this notion was mostly inspired by the following conjecture from the personal communication with B. Durand, A. Romashchenko, and A. Shen, that we positively prove as Theorem 6.
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\textsuperscript{3} This term “almost periodic” from [14] should not be mixed with the recent usage of the term “almost periodic sequence” which stands for sequences also known as uniformly recurrent or minimal, e.g., see [16] for a survey.
Conjecture. For every $\alpha < 1$ there exists an automatic sequence $x$ such that $AM(x) \geq \alpha$.

The solution of this conjecture allows to simplify the construction of a strongly aperiodic tiling from [7].

Besides this conjecture, we believe that the notion of aperiodicity measure is interesting and natural itself, and the main goal of the paper is to support this statement.

Other similar notions and results have appeared in the literature: to name a few, see [14] on Besicovitch-almost-periodic sequences, [8] on tilings of the Thue–Morse sequence, [10] on approximate squares in sequences. The closest to ours seems to be the notion of correlation measure introduced in [12] and then studied in a series of papers currently concluding with [5], see also [13] and many others. Their correlation measure of order 2 is essentially the same as our aperiodicity measure for binary sequences, though in general motivation, frameworks, and approaches are somewhat different. After the submission of our paper, we became aware of the recent paper [9] continuing the investigations of the aforementioned correlation measure. In particular, a result from [9] improves the result of our Theorem 2 below.

The paper is organized as follows. In Section 2 we give necessary preliminaries. In Section 3 we define the aperiodicity measure AM of an infinite sequence and then study some basic properties of this notion. We prove that there exist sequences with AM arbitrarily close to 1 (Theorem 1), though there exists an upper bound strictly less than 1 for AM of sequences over a fixed finite alphabet (Theorem 2). Then we calculate AM for the Thue–Morse sequence (Theorem 3) and for the Sturmian sequences (Theorem 4). In Section 4 we construct an automatic sequence with AM arbitrarily close to 1 (Theorem 6), though first we prove that the Prouhet sequences, natural generalizations of the Thue–Morse sequence, do not suffice for this purpose (Theorem 5). Due to space constraints, some proofs are only sketched. Section 5 concludes the paper with a number of open problems.

2 Preliminaries

We use all common definitions and notions of combinatorics on words, which can be found, i.e., in [4] or [11]. We recall some of them here for establishing our notations.

The number of elements in a finite set $X$ is denoted $\#X$. Let $\mathbb{N}$ be the set of natural numbers $\{0, 1, 2, \ldots\}$. We use $[i, j]$ for denoting the segment of natural numbers $\{i, i+1, i+2, \ldots, j\}$, while the segment $[0, j]$ is simply denoted $[j]$. Let $A$ be a finite alphabet. We consider finite words as mappings $u: [n-1] \to A$ and denote the length of $u$ by $|u|$, that is, $u = u(0) u(1) u(2) \ldots u(|u| - 2) u(|u| - 1)$. An empty word is denoted $\emptyset$. We also deal with sequences over this alphabet, i.e., mappings $x: \mathbb{N} \to A$, and denote the set of these sequences by $A^\mathbb{N}$. A word of the form $x[0,i]$ for some $i$ is called a prefix of $x$, and respectively a sequence of the form $x(i)x(i+1)x(i+2)\ldots$ for some $i$ is called a suffix of $x$. A left
shift $L$ maps a sequence to the same sequence with the first symbol cut, that is,\[Lx = L(x(0)x(1)x(2)\ldots) = x(1)x(2)\ldots\]

A sequence $x$ is periodic if for some $T > 0$ we have $x(i) = x(i + T)$ for each $i \in \mathbb{N}$. This $T$ is called a period of $x$. A sequence is eventually periodic if some of its suffixes is periodic.

Let $A$, $B$ be finite alphabets. A mapping $\phi: A^* \to B^*$ is called a morphism if $\phi(uv) = \phi(u)\phi(v)$ for all $u,v \in A^*$. Obviously, a morphism is determined by its values on single-letter words. A morphism is $k$-uniform if $|\phi(a)| = k$ for each $a \in A$. A 1-uniform morphism is called a coding. For $x \in A^\mathbb{N}$ denote $\phi(x) = \phi(x(0))\phi(x(1))\phi(x(2))\ldots$ Further we consider only morphisms of the form $A^* \to A^*$. Let $\phi(t) = tu$ for some $t \in A$, $u \in A^*$. Then for all natural $m < n$ the word $\phi^m(t)$ starts with the word $\phi^m(t)$, so $\phi^\infty(t) = \lim_{n \to \infty} \phi^m(t) = tu\phi^m(u)\phi^m(u)\ldots$ is correctly defined. If $\phi^m(u) \neq A$ for all $n$, then $\phi^\infty(t)$ is infinite. In this case $\phi$ is said to be prolongable on $t$. Sequences of the form $h(\phi^\infty(t))$ for a coding $h: A \to B$ are called morphic, of the form $\phi^\infty(t)$ are called pure morphic.

Unless stated otherwise, usually in this paper we assume $A = \{0, \ldots, k - 1\}$ for some $k \in \mathbb{N}$ and assume usual operations $+$ and $\cdot$ in $A$ modulo $k$. We also assume $r = 0 \in A$, that is, we usually iterate a morphism on symbol 0 to obtain a sequence.

The class of morphic sequences of the form $h(\phi^\infty(t))$ with $\phi$ being $k$-uniform coincides with the class of so-called $k$-automatic sequences. Sequences that are $k$-automatic for some $k$, are called simply automatic (this class was introduced in [6] under the name of uniform tag sequences and was widely studied afterwards, see [4]).

The famous Thue–Morse sequence $t = 01101001100101101001110\ldots$ is the automatic sequence generated by the morphism $0 \to 01$, $1 \to 10$. This sequence can also be defined using conditions $t(0) = 0$ and $t(2n) = t(n)$ and $t(2n + 1) = 1 - t(n)$ for every $n$. The Thue–Morse sequence has several other names (due to other researchers who discovered it independently), a lot of interesting properties and appears in a lot of contexts; for a survey on the Thue–Morse sequence see [2] and also [4, 11].

Another famous class of sequences is that of Sturmian sequences. They were introduced in [15] and has been widely studied since that time, e.g., see [11]. Sturmian sequences have many different equivalent definitions, and we will use the following, via (lower) mechanical sequences. For real numbers $\alpha$ and $\rho$ with $0 < \alpha < 1$, $\alpha$ irrational, and $0 \leq \rho < 1$, let $c_{\alpha,\rho}(n) = \lfloor \alpha(n + 1) + \rho \rfloor - \lfloor \alpha n + \rho \rfloor$ be the Sturmian sequence with parameters $\alpha$ and $\rho$. Here $\lfloor y \rfloor$ for a real number $y$ is the maximal integer not greater than $y$. Let $fr(y) = y - \lfloor y \rfloor$ for a real $y$ to be its fractional part. Note that $c_{\alpha,\rho}(n) = 0$ if $0 \leq fr(\alpha n + \rho) < 1 - \alpha$ and $c_{\alpha,\rho}(n) = 1$ if $1 - \alpha \leq fr(\alpha n + \rho) < 1$. For example, the well-known Fibonacci sequence $f = 010010100101001010\ldots$ that can be obtained as $\phi^\infty(0)$ for $\phi(0) = 01$, $\phi(1) = 0$, is the Sturmian sequence $f = c_{\gamma^{2},1/\gamma^{2}}$ where $\gamma = \frac{1 + \sqrt{5}}{2}$ is the golden ratio.
3 Aperiodicity Measure

The Besicovitch distance between sequences \( x \) and \( y \) is defined as

\[
d(x, y) = \lim \inf_{n \to \infty} \frac{1}{n} \# \{ i : i \in [n-1], x(i) \neq y(i) \}.
\]

Then define the aperiodicity measure of a sequence \( x \) to be

\[
\text{AM}(x) = \inf \{ d(x, L^n x) : n \geq 1 \}.
\]

In other words, \( \text{AM}(x) \) is the maximum number between 0 and 1 such that \( x \) differs from every non-trivial shift of \( x \) by at least \( \text{AM}(x) \) fraction of symbols. Let \( s_n = \lim \sup_{m \to \infty} \frac{1}{m} \# \{ i : i \in [m-1], x(i) = x(i+n) \} \). Then

\[
\text{AM}(x) = 1 - \sup \{ s_n : n \geq 1 \}.
\]

Clearly if a sequence \( x \) is eventually periodic with a period \( p \) then \( s_p = 1 \)
and therefore \( \text{AM}(x) = 0 \). The opposite is not necessarily true, though if \( \text{AM}(x) \)
is relatively small then it is reasonable to think of \( x \) as close to a periodic sequence. We prove that \( \text{AM}(x) = 0 \) for the Sturmian sequences \( x \) (Theorem 4)
that are often considered as close to periodic. Note that if \( \text{AM}(x) > \alpha \) for a
sequence \( x \), then \( x \) has Besicovitch distance at least \( \alpha/2 \) with every eventually
periodic sequence. Indeed, suppose \( d(x, y) < \alpha/2 \) for an eventually periodic
sequence \( y \) with a period \( p \). Then

\[
d(L^k x, x) \leq d(L^k x, L^k y) + d(L^k y, y) + d(y, x) = d(x, y) + 0 + d(y, x) < \alpha,
\]

since the Besicovitch distance is symmetric and satisfies the triangle inequality.

In Section 4 we prove that there exist automatic sequences with aperiodicity
measure arbitrarily close to 1. However, if we do not require a sequence to be
automatic, then the sequence with aperiodicity measure arbitrarily close to 1
can easily be proved to exist.

**Theorem 1.** For every \( \alpha < 1 \) there exists a sequence \( x \) such that \( \text{AM}(x) \geq \alpha \).

**Proof.** Let \( x \) be a sequence over an alphabet with \( k \) symbols. It is not difficult to prove that \( x \) can be chosen so that for every \( n \) the fraction of \( i \)'s such that \( x(i) = x(i+n) \) exists and is equal to \( \frac{1}{k} \). Indeed, for every fixed \( n \) the Lebesgue measure (should not be mixed with aperiodicity measure!) of sequences not satisfying the above condition, is 0. Therefore, total Lebesgue measure of “bad” sequences is 0.

Let us choose such \( x \). Then \( s_n = \frac{1}{k} \) for every \( n \). Therefore \( \text{AM}(x) = 1 - \frac{1}{k} \). \( \Box \)

However, for every fixed alphabet the aperiodicity measure can be bounded
from above by some numbers strictly less than 1.

**Theorem 2.** If a sequence \( x \) has no more than \( k \) symbols, then \( \text{AM}(x) \leq 1 - \frac{1}{2^k} \).

**Proof.** Suppose the alphabet of the sequence is \( A = \{0, \ldots, k-1\} \).

The first observation we can make is that among any \( k+1 \) consecutive
symbols of \( x \) there is one that occurs twice, by pigeonhole principle. After proper
calculation similar to what we do below, one gets \( \text{AM}(x) \leq 1 - \frac{1}{2^k} \).

Generalizing this idea, let \( u = x[l, l+N] \) be some segment of \( x \), and for
\( 0 \leq j \leq k-1 \) denote by \( r_j \) how many times symbol \( j \) occurs in \( u \). We have

\[
\sum_{j=0}^{k-1} r_j = N+1.
\]

For a symbol \( j \in A \), there are \( \frac{r_j(r_j-1)}{2} \) pairs \((p,q)\) with \( p,q \in [l,l+N], p < q \), such that \( x(p) = x(q) = j \). Therefore

\[
\# \{(p,q) : p,q \in [l,l+N], p < q, x(p) = x(q) \} = \sum_{j=0}^{k-1} \frac{r_j(r_j-1)}{2} = \sum_{j=0}^{k-1} \frac{r_j^2}{2} - \frac{N+1}{2} \geq \frac{1}{2k^2} (N+1)^2 - \frac{1}{2} (N+1),
\]

where we used the Cauchy’s inequality

\[
\sum_{j=0}^{k-1} r_j^2 \geq \frac{1}{k} \left( \sum_{j=0}^{k-1} r_j \right)^2.
\]
Now let us approximate \( \sum_{n=1}^{N} s_n \):

\[
\sum_{n=1}^{N} \frac{1}{m} \#\{i \in [m-1] : x(i) = x(i+n)\} = \frac{1}{m} \#\{(i,n) : i \in [m-1], n \in [1,N], x(i) = x(i+n)\}
\]

\[
\geq \sum_{t=0}^{\lfloor m/N \rfloor - 1} \frac{1}{m} \#\{(i,n) : i \in [Nt,N(t+1)-1], n \in [1,N], x(i) = x(i+n)\}
\]

\[
\geq \sum_{t=0}^{\lfloor m/N \rfloor - 1} \frac{1}{m} \#\{(p,q) : p,q \in [Nt,N(t+1)], p < q, x(p) = x(q)\}
\]

\[
\geq \frac{m/N}{m} \left( \frac{(N+1)^2}{2k} - \frac{N+1}{2} \right) \geq \frac{(N+1)^2}{2kN} - \frac{N+1}{2N}
\]

as \( m \to \infty \). Thus \( \sum_{n=1}^{N} s_n \geq \frac{(N+1)^2}{2kN} - \frac{N+1}{2N} \), and therefore \( s_n \geq \frac{(N+1)^2}{2kN} - \frac{N+1}{2N} \) for some \( n \) such that \( 1 \leq n \leq N \). Tending \( N \to \infty \), we can find \( s_n \) arbitrarily close to \( \frac{1}{2k} \), therefore \( \text{AM}(x) \leq 1 - \frac{1}{2k} \). \( \Box \)

Note that in [9] the upper bound \( 1 - \frac{1}{k} \) was obtained for aperiodicity measure of sequences over \( k \)-letter alphabet which matches the lower bound from Theorem 1.

Now we compute the aperiodicity measure for some well known sequences.

**Theorem 3.** \( \text{AM}(t) = \frac{1}{4} \).

**Proof.** Let \( s_{n}^{m} = \frac{1}{m} \#\{i \in [m-1] : t(i) = t(i+n)\} \).

First of all, clearly \( s_{0}^{m} = 1 \) for every \( m \). Then one can obtain the following equations for \( s_{n}^{m} \):

\[
\begin{align*}
s_{2n}^{2m} &= s_{n}^{m},

s_{2n}^{2m+1} &= \frac{m+1}{2m+1} s_{n+1}^{m+1} + \frac{m}{2m+1} s_{n}^{m},

s_{2n}^{2m+1} &= 1 - \frac{1}{2} (s_{n}^{m} + s_{n+1}^{m}),

s_{2n+1}^{2m+1} &= \frac{m+1}{2m+1} (1 - s_{n+1}^{m+1}) + \frac{m}{2m+1} (1 - s_{n+1}^{m+1})
\end{align*}
\]

for every \( m \) and \( n \).
The idea is to consider separately even and odd indices of the sequence. Let us prove for instance the fourth equation. Indeed,

\[
\begin{align*}
\mathcal{s}_{2n+1}^{2m+1} &= \frac{1}{2m+1} \# \{ i \in [2m] : t(i) = t(i + 2n + 1) \} \\
&= \frac{1}{2m+1} \# \{ i \in [m] : t(2i) = t(2i + 2n + 1) \} + \\
&\quad \frac{1}{2m+1} \# \{ i \in [m-1] : t(2i + 1) = t(2i + 1 + 2n + 1) \} \\
&= \frac{1}{2m+1} \# \{ i \in [m] : t(i) \neq t(i+n) \} + \\
&\quad \frac{1}{2m+1} \# \{ i \in [m-1] : t(i) \neq t(i+n+1) \} \\
&= \frac{m+1}{2m+1} (1 - \mathcal{s}_{n+1}^{m+1}) + \frac{m}{2m+1} (1 - \mathcal{s}_{n+1}^{m}),
\end{align*}
\]

where we used equations \( t(2i) = t(i) \) and \( t(2i+1) = 1 - t(i) \) for the Thue-Morse sequence. Other equations from (1) are proved in a similar way.

From (1) we derive

\[
\begin{align*}
\mathcal{s}_{1}^{2m} &= \frac{1}{2} - \frac{1}{2} \mathcal{s}_{1}^{m}, \\
\mathcal{s}_{1}^{2m+1} &= \frac{m}{2m+1} (1 - \mathcal{s}_{1}^{m}).
\end{align*}
\]

Note that \( \mathcal{s}_{1} = 0 \). Our goal is to prove that \( \lim_{m \to \infty} \mathcal{s}_{1}^{m} = \frac{1}{7} \). Let \( \mathcal{s}_{1}^{m} = \frac{1}{7} + a_{m} \). Then we have \( a_{1} = -\frac{1}{3} \), \( a_{2m} = -\frac{1}{2} a_{m} \), and \( a_{2m+1} = -\frac{m}{2m+1} a_{m} - \frac{2m}{3m+3} \). Let \( b_{m} = 3ma_{m} \). Then \( b_{1} = -1 \), \( b_{2m} = 6ma_{2m} = -3ma_{m} = -b_{m} \) and \( b_{2m+1} = 3(2m+1)a_{2m+1} = -3ma_{m} - 1 = -b_{m} - 1 \), from what it can easily be seen that \( |b_{m}| = O(\log m) \), and therefore \( \lim_{m \to \infty} a_{m} = 0 \) and there exists \( \lim_{m \to \infty} \mathcal{s}_{1}^{m} = \mathcal{s}_{1} = \frac{1}{7} \).

Now from (1) one can prove that \( \mathcal{s}_{n} = \lim_{m \to \infty} \mathcal{s}_{n}^{m} = \lim_{m \to \infty} \frac{1}{m} \# \{ i \in [m-1] : t(i) = t(i+n) \} \) exists for every \( n \geq 2 \), and moreover one gets

\[
\begin{align*}
\mathcal{s}_{2n} &= \mathcal{s}_{n}, \\
\mathcal{s}_{2n+1} &= 1 - \frac{1}{2} (\mathcal{s}_{n} + \mathcal{s}_{n+1})
\end{align*}
\]

for every \( n \), and \( s_{0} = 1, s_{1} = \frac{1}{3} \).

Now it is easy to see by induction that \( \frac{1}{7} \leq s_{n} \leq \frac{2}{7} \) for every \( n \geq 1 \). And since \( s_{3} = \frac{2}{7} \), then \( \text{AM}(t) = 1 - \frac{2}{7} = \frac{5}{7} \).

Note that most part of the proof of Theorem 3 was spent on proving the existence of limits \( s_{n} = \lim_{m \to \infty} \mathcal{s}_{n}^{m} \). If one is ready to assume that these limits exist, then the proof becomes much simpler and shorter. Though we do not know how to prove the existence of these limits simpler, we will be omitting such proofs later, since they are all similar to each other and rather technical.

**Theorem 4.** If \( x \) is Sturmian, then \( \text{AM}(x) = 0 \).
Proof. Let \( x = c_{a, \rho} \) be a Sturmian sequence. Recall that by definition \( 0 < \alpha < 1 \), \( \alpha \) irrational, and \( 0 \leq \rho < 1 \).

Our goal is to show that \( s_n \) can be arbitrarily close to 1. Then from the definition of aperiodicity measure it follows that \( \text{AM}(x) = 0 \).

Let \( \varepsilon > 0 \). Since \( \alpha \) is irrational, we can find \( n \) such that \( \text{fr}(n\alpha) < \varepsilon \). We have \( \frac{1}{m} \# \{ i \in [m-1] : x(i) = x(i+n) \} = 1 - \frac{1}{m} \# \{ i \in [m-1] : x(i) \neq x(i+n) \} \). Recall that \( x(j) = 0 \) if \( 0 \leq \text{fr}(\alpha j + \rho) < 1 - \alpha \) and \( x(j) = 1 \) if \( 1 - \alpha \leq \text{fr}(\alpha j + \rho) < 1 \) for every \( j \). Note also that \( \text{fr}(\alpha(i+n) + \rho) = \text{fr}(\alpha(i + n) + \rho) + \text{fr}(\chi n) \). Therefore

\[
\left\{ i \in [m-1] : x(i) \neq x(i+n) \right\} \\
\subseteq \left\{ i \in [m-1] : 1 - \alpha - \varepsilon \leq \text{fr}(\alpha i + \rho) < 1 - \alpha \right\} \\
\cup \left\{ i \in [m-1] : 1 - \varepsilon \leq \text{fr}(\alpha i + \rho) < 1 \right\}.
\]

Therefore, \( \# \{ i \in [m-1] : x(i) \neq x(i+n) \} \leq \# \{ i \in [m-1] : 1 - \alpha - \varepsilon \leq \text{fr}(\alpha i + \rho) < 1 - \alpha \} + \# \{ i \in [m-1] : 1 - \varepsilon \leq \text{fr}(\alpha i + \rho) < 1 \} \) which is asymptotically \( < 2m \) as \( m \to \infty \). Indeed, it is well known that for every irrational \( \beta \), every real \( \gamma \), every real \( a, b \) such that \( 0 \leq a < b \leq 1 \), we have

\[
\lim_{m \to \infty} \frac{1}{m} \# \{ i \in [m-1] : a \leq \text{fr}(\beta i + \gamma) \leq b \} = b - a,
\]

that is, the sequence \( (\text{fr}(\beta i + \gamma))_{i=0}^{c} \) is uniformly distributed in \([0, 1]\) (the Kronecker–Weyl Theorem).

Thus \( s_n > 1 - 2\varepsilon \). Since \( \varepsilon \) can be chosen arbitrarily small, it follows that \( \text{AM}(x) = 0 \). \( \square \)

4 Automatic Sequences with High Aperiodicity Measure

The following generalization of the Thue–Morse sequence was called Prouhet sequences in [1] (see [17]) and has been widely studied (e.g., see [3, 19] etc.).

Let \( \phi: \{0, \ldots, k-1\}^* \to \{0, \ldots, k-1\}^* \) be as follows:

\[
\phi(0) = 01 23 \ldots (k-2) (k-1) \\
\phi(1) = 12 3 \ldots (k-2) (k-1) 0 \\
\phi(2) = 23 \ldots (k-2) (k-1) 01 \\
\ldots \\
\phi(k-1) = (k-1) 01 23 \ldots (k-2),
\]

in other words, \( (\phi(i))(j) = i + j \) (where + is modulo \( k \)) for \( 0 \leq i, j \leq k-1 \). Let \( t_k = \phi^\infty(0) \). Initially it was conjectured that \( t_k \) may have high aperiodicity measure. However, it turns out to be not the case.

Theorem 5. \( \text{AM}(t_k) \leq \frac{2}{k+1} - \frac{2}{k+1} \).

Proof (sketch). Remind that \( s_n = \limsup_{m \to \infty} \frac{1}{m} \# \{ i \in [m-1] : x(i) = x(i+n) \} \). Let us generalize this and define \( s_n(d) = \limsup_{m \to \infty} \frac{1}{m} \# \{ i \in [m-1] : x(i+n) - x(i) = d \} \). That is, \( s_n(0) = s_n \).

It is clear that \( s_0(0) = 1 \) and \( s_0(d) = 0 \) for \( 1 \leq d \leq k-1 \).
In the same manner as what we did in the proof of Theorem 3, one can prove the existence of limits $s_n(d) = \lim_{m \to \infty} \frac{1}{m} \# \{i \in [m - 1] : x(i + n) - x(i) = d \}$ and obtain the following equations:

$$s_{kn+p}(d) = \frac{k-p}{k} s_n(d-p) + \frac{p}{k} s_{n+1}(d-p) \quad (2)$$

for every $n$ and every $d, p$ such that $0 \leq d, p \leq k-1$.

In particular, one can derive the following equations $s_1(d) = \frac{k-1}{k} s_0(d-1) + \frac{1}{k} s_1(d-1)$ for $0 \leq d \leq k-1$ and prove that

$$s_1(0) = \frac{k-1}{k}$$

and $s_1(d) = \frac{k^{k-d} - 1}{k^{k-1}}$ for $1 \leq d \leq k-1$.

One can prove for $0 \leq i \leq k$ by induction on $i$ that

$$s_{k^{i-1}}(k-i) = \frac{1}{k^i} \left( 1 + \frac{k-1}{k+1} \right)$$

using $s_0(0) = 1$ and $s_{k^{i-1}+1}(k-(i+1)) = \frac{1}{k} s_{k^{i-1}}(k-i) + \frac{k-1}{k} s_{k^{i-1}}(k-i) = \frac{k-1}{k} k^i \frac{k-1}{k^i-1}$. Follows from equations (2). In particular,

$$s_{k^{s-1}}(0) = \frac{1}{k^s} \left( 1 + \frac{k-1}{k+1} \right) = 1 - \frac{2}{k+1} + \frac{2}{k^{s-1}(k+1)},$$

from what it follows that AM($t_k$) $\leq \frac{2}{k+1} - \frac{2}{k^{s-1}(k+1)}$. $\square$

We believe that AM($t_k$) $= \frac{2}{k+1} - \frac{2}{k^{s-1}(k+1)}$ though did not manage to show this. To prove this, one has to find the maximum of the above sequence $s_n(0)$, and we believe that this maximum is indeed reached in $n = k^k - 1$. This statement is supported by computer tests we performed.

An additional interest to study sequences $t_k$ is in the following alternative definition for these sequences. Let $f_k(i)$ be the sum of digits of $i$ written in base $k$. Then $t_k(i) \equiv f_k(i) \mod k$. This representation is well known for the Thue–Morse sequence. One may ask the following question: what is the number $n$ such that the fraction of numbers $i$ for which $f_k(i) \equiv f_k(i + n) \mod k$ is maximum possible? We conjecture that this $n$ is $k^k - 1$, that is, the number consisting of $k-1$ digits $k-1$ in base $k$, and this maximum possible fraction is $1 - 2\frac{2}{k+1} + \frac{2}{k^{s-1}(k+1)}$, that is, approximately $1 - 2\frac{2}{k+1}$ for large $k$.

Other interesting regularities we noticed while performing some computer tests, are the following. Let $s_n^{(k)}(d)$ in this paragraph be the value of $s_n(d)$ for $t_k$. Let $\text{argmax}_n f(n)$ for $f: \mathbb{N} \to \mathbb{R}$ be the smallest value of the argument $n$ on which $f(n)$ reaches its maximum. It seems that $\text{argmax}_n s_n^{(k)}(0) = k^k - 1$ (see above), $\text{argmax}_n s_n^{(k)}(-1) = 1$, $\text{argmax}_n s_n^{(k)}(-2) = k^{k-1} + 1$. It seems also for instance that $\text{argmax}_n s_n^{(4)}(1) = 33323334$ (here lower index $k$ means base $k$ representation), and $\text{argmax}_n s_n^{(5)}(1) = 44444444$. It also seems that
argmax_n s_n^{(5)}(2) = 100010001_5. Sequences t_k and the aforementioned regularities should definitely be studied more properly, especially keeping in mind the alternative definition from the previous paragraph.

Now we construct automatic sequences with the aperiodicity measure arbitrarily close to 1.

**Theorem 6.** For every $\alpha < 1$ there exists an automatic sequence $x$ such that $\text{AM}(x) \geq \alpha$.

**Proof (sketch).** Let $k \geq 3$ and let $\phi: \{0, \ldots, k-1\}^* \to \{0, \ldots, k-1\}^*$ be such that $(\phi(i))(j) = i + 1 + 2 + \cdots + (j - 1) + j$ (where $+$ is always modulo $k$) for $0 \leq i, j < k - 1$. Let $x_k = \phi^\infty(0)$. For instance, if $k = 5$, then $\phi$ is as follows:

$$
\begin{align*}
\phi(0) &= 01310 \\
\phi(1) &= 12421 \\
\phi(2) &= 23032 \\
\phi(3) &= 34143 \\
\phi(4) &= 40204,
\end{align*}
$$

and $x_5 = 01310124213414312410131012421\ldots$

**Claim.** If $k \geq 3$ is prime, then $\text{AM}(x_k) = 1 - \frac{2}{k}$.

Let us define $s_n^m(d) = \frac{1}{m} \# \{i \in [m-1]: x_k(i+n) - x_k(i) = d\}$.

It follows from the definition that for every $m$ we have $s_0^m(0) = 1$ and $s_0^m(d) = 0$ for $1 \leq d \leq k - 1$. Analogously to the proof of Theorem 3, for every $n$, every $m \geq 1$, and every $d, p, t$ such that $0 \leq d, p, t \leq k - 1$, one can obtain the following equations (compare with equations (1)):

$$
\begin{align*}
s_{kn+p}^{km+t}(d) &= \frac{1}{km+t} \sum_{j=0}^{k-p-1} m_j s_{kn}^{m_j} \left( d - \frac{p(p+1)}{2} - jp \right) \\
&\quad + \frac{1}{km+t} \sum_{j=k-p}^{k-1} m_j s_{kn+1}^{m_j} \left( d - \frac{p(p+1)}{2} - jp \right),
\end{align*}
$$

where $m_j = m+1$ for $j > t$ and $m_j = m$ for $j \leq t$. The idea again is to consider separately sets of indices $\{ik + j: i \in \mathbb{N}\}$ for different $j$ such that $0 \leq j < k - 1$.

In particular, one can derive from (3) that $s_1^{km+t}(0) = \frac{m}{km+t} s_1^m(0)$ and $s_1^{km+t}(d) = \frac{1}{km+t} (m_{d-1} + ms_1^m(d))$ for $1 \leq d \leq k - 1$. Our goal is to prove that there exist $\lim_{m \to \infty} s_1^m(0) = 0$ and $\lim_{m \to \infty} s_1^m(d) = \frac{1}{k-1}$ for $1 \leq d \leq k - 1$.

The former equation is clear, since $s_1^m(0) = 0$ for $1 \leq t \leq k - 1$ can be checked easily. For the latter, fix some $d$ such that $1 \leq d \leq k - 1$ and let $b_m$ be such that $s_1^m(d) = \frac{1}{k-1} + \frac{b_m}{m}$. Then one gets $b_{km+t} = m_{d-1} - m - \frac{t}{k-1} + b_m$, from what it is easy to see that $|b_m| = O(\log m)$. Therefore there exists $\lim_{m \to \infty} s_1^m(d) = s_1(d) = \frac{1}{k-1}$. 

Using (3), now one can prove by induction on $n$ the existence of limits $s_n(d) = \lim_{m \to \infty} \frac{1}{m} \# \{i \in [m - 1] : x(i + n) - x(i) = d \}$ and to obtain the following equations:

$$s_{km+p}(d) = \frac{1}{k} \left( \sum_{j=0}^{k-p-1} s_n \left( d - \frac{p(p+1)}{2} - jp \right) + \sum_{j=k-p}^{k-1} s_{n+1} \left( d - \frac{p(p+1)}{2} - jp \right) \right)$$

for every $n$ and every $d, p$ such that $0 \leq d, p \leq k - 1$.

For instance, for $k = 5$ we get

$$s_{5m}(d) = s_n(d)$$
$$s_{5m+1}(d) = \frac{1}{5}(s_n(d-1) + s_n(d-2) + s_n(d-3) + s_n(d-4) + s_{n+1}(d-5))$$
$$s_{5m+2}(d) = \frac{1}{5}(s_n(d-3) + s_n(d-5) + s_n(d-7) + s_{n+1}(d-9) + s_{n+1}(d-11))$$

...  

Clearly, $s_0(0) = 1$ and $s_0(d) = 0$ for $1 \leq d \leq k - 1$. We already proved that $s_1(0) = 0$ and $s_1(d) = \frac{1}{k-1}$ for $1 \leq d \leq k - 1$.

Using (4), it is easy to see that $s_{k-1}(0) = \frac{1}{2} s_0(0) + \frac{1}{k} \sum_{j=1}^{k-1} s_1(j) = \frac{2}{k}$.

Now it is easy to prove using equations (4) that $s_n(d) \leq \frac{2}{k}$ for every $d$ and $n \geq 1$. Indeed, note that $k$ is prime (this is the first time we use it), and therefore $\{d - \frac{p(p+1)}{2} - p, d - \frac{p(p+1)}{2} - 2p, \ldots, d - \frac{p(p+1)}{2} - kp \} = \{0, \ldots, k-1 \}$. Thus for $n \geq 0$ and $1 \leq p \leq k - 1$ we have

$$s_{kn+p}(d)$$

$$= \frac{1}{k} \left( \sum_{j=0}^{k-p-1} s_n \left( d - \frac{p(p+1)}{2} - jp \right) + \sum_{j=k-p}^{k-1} s_{n+1} \left( d - \frac{p(p+1)}{2} - jp \right) \right)$$

$$\leq \frac{1}{k} \left( \sum_{j=0}^{k-1} s_n(j) + \frac{1}{k} \sum_{j=0}^{k-1} s_{n+1}(j) \right) = \frac{1}{k} + \frac{1}{k} = \frac{2}{k},$$

and we also need $s_n(d) = s_n(d)$ for $n \geq 1$.

Therefore $AM(x_k) = 1 - \sup \{s_n(0) : n \geq 1 \} = 1 - s_{k-1}(0) = 1 - \frac{2}{k}$.  

\section{Conclusion and Open Problems}

In this paper we introduced the notion of aperiodic measure for infinite symbolic sequences. It seems that this notion was not studied before, though looks very natural at least from a combinatorial point of view. However, the results of our paper are far from sufficient before we could say that the notion of aperiodic measure is properly studied. Here we formulate some open questions, in addition to those listed throughout the paper, that we think may be interesting for future research.
1. As we already discussed, AM(\(x\)) of a sequence \(x\) over the alphabet with \(k\) symbols ranges from 0 to \(1 - \frac{1}{k}\). What values in this range may the aperiodicity measure have?

2. For each \(k \geq 2\), what is the maximum possible AM(\(x\)) for an automatic sequence \(x\) over the alphabet of \(k\) symbols? For a morphic sequence? What values can the aperiodicity measure of a morphic sequence have?

3. For each \(k \geq 2\), what is the maximum possible AM(\(x\)) for a \(k\)-automatic \(x\)? What values can the aperiodicity measure of a \(k\)-automatic sequence have?

4. For which sequences \(x\) can one take \(\lim\) instead of \(\limsup\) in the definition of \(s_n(x) = \limsup \frac{1}{m} \# \{i \in [m - 1] : x(i) = x(i + n)\}\), that is, when does this limit exist? In particular, does it exist for every automatic sequence \(x\)? Is it true that if this limit exists for \(n = 1\), then it exists for all \(n\)?

5. Study the behavior of the sequence \(s_n\), and more generally, of the sequence \(s_n(i)\) for different \(i\), more properly. In particular, describe its set of accumulation points.

6. Calculate the aperiodicity measure for some other sequences and classes of sequences, for instance, for the Toeplitz sequences, some morphic sequences, some generalizations of the Sturmian sequences, etc.

7. We characterized the aperiodicity measure of some sequences and suggested that this work should be continued. However, one can also ask the inverse question: to characterize the set of sequences with some fixed aperiodicity measure \(\alpha\). This is specifically interesting for the extremal values \(\alpha = 0\) and \(\alpha = 1 - \frac{1}{k}\) for \(k\)-letter sequences.

8. There is a generic way (an algorithm) to calculate the aperiodicity measure for morphic sequences. For example, this can be seen in the following way. Let the Cartesian product of sequences \(x\) and \(y\) be the sequence \(x \times y\) such that \((x \times y)(n) = (x(n), y(n))\). Then for a morphic \(x\), the sequence \(x \times L^p x\) is morphic, since it can be obtained from \(x\) by a finite transduction (e.g., see [4]).

Then it only remains to calculate the frequency of letters in \(x \times L^p x\) (e.g., see [18]). However, this method is clearly non-practical. Is there a sufficiently simpler method to calculate the aperiodicity measure for morphic sequences? Or at least for automatic sequences? In particular, can one generalize the method used in the proofs of Theorems 3, 5, 6?
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